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Learning and Artificial Neural Networks (AYRNA) research group.

http://www.uco.es/ayrna/

4th September 2013

http://www.uco.es/ayrna/


Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Outline

1 Introduction
2 Objectives
3 Related work
4 Class imbalance
5 Proposals for OR
6 Applications
7 Conclusions and Future Work

Javier Sánchez Monedero Tesis Doctoral 2 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Outline

1 Introduction
2 Objectives
3 Related work
4 Class imbalance
5 Proposals for OR
6 Applications
7 Conclusions and Future Work

Javier Sánchez Monedero Tesis Doctoral 3 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Introduction

Introduction

Machine Learning: “Field of study that gives computers the ability
to learn without being explicitly programmed”

Artificial Intelligence Statistics / Mathematics

Machine learning: Where does it fit? What is it not?

Pattern Recognition/System Modelling:

Unsupervised learning

Supervised learning

Javier Sánchez Monedero Tesis Doctoral 4 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Introduction

Introduction

Machine Learning: “Field of study that gives computers the ability
to learn without being explicitly programmed”

Artificial Intelligence Statistics / Mathematics

Machine learning: Where does it fit? What is it not?

Pattern Recognition/System Modelling:

Unsupervised learning

Supervised learning

Javier Sánchez Monedero Tesis Doctoral 4 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Introduction

Supervised learning
p

ri
ce

 (
€

)

size (m  )
2

Regression problem “Given these
data, a friend has a house of 75
square meters, how much can he

expect to get?”.

A
g

e

Tumour size

Tumour malignant
Tumour benign

Classification problem “Can you
estimate prognosis based on tumour

size and known age?”
.

Javier Sánchez Monedero Tesis Doctoral 5 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Introduction

Binary vs Ordinal Classification
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severe illness
normal illness
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Comparison of binary and ordinal classification
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Ordinal regression

Ordinal classification/regression (OR)

Definition: Ordinal classification (so called ranking, sorting or
ordinal regression) is a supervised learning problem of predicting
categories that have an ordered arrangement.

Goals/Challenges:

To exploit the ordinal relationship of the data.

To minimize errors that consider the order between classes.

Applications

Teaching assistant evaluation, car insurance risk rating, pasture
production prediction, breast cancer conservative treatment, credit
rating. . .
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Introduction

Problem formulation

The purpose is to learn a mapping φ from the input space X
to a finite set C = {C1,C2, . . . ,CQ} containing Q labels,
where the label set has a linear order relation
C1 ≺ C2 ≺ . . . ≺ CQ .

Each pattern is represented by a K -dimensional feature vector
x ∈ X ⊆ RK and a class label y ∈ C.

The training dataset T is composed of N patterns
T = {(X,Y) = (xi , yi ) : xi ∈ X , yi ∈ C (i = 1, . . . ,N)}, with
xi = (xi ,1, xi ,2, . . . , xi ,K ).
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Objectives

Objectives I

All these challenges result in the following formal objectives
considered for the thesis:

1 State of the art in ordinal regression objectives:

1 To propose an OR method taxonomy.

2 To review OR evaluation metrics.
3 To select benchmark datasets.

2 Class imbalance can be divided into the following objectives:

1 To perform an analysis of the state of the art for nominal class
imbalance.

2 To optimize algorithms that tackle the nominal class imbalance
as a multi-objective optimization problem.

3 To explore new solutions considering ordinal class imbalance.
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Objectives II

3 Data ordering exploitation:

1 To check if data ordering exploitation improves classification
performance in OR problems.

2 To design OR algorithms based on standard regression but
avoiding any trivial assumption about the latent variable.

3 To develop latent variable modelling approaches only with
restrictions in the labels set.

4 To develop classifiers that exploit the input data ordering.

5 To develop methods that relax the data projection of threshold
methods.
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Objectives III

4 Application of OR methods to real problems:

1 To develop sovereign credit rating classification methods using
ordinal regression.

2 To develop wind speed forecasting systems using ordinal
regression.

Javier Sánchez Monedero Tesis Doctoral 14 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Objectives

Proposals overview
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Related works

The Class Imbalance Problem

Data imbalance refers to
datasets where the number
of patterns belonging to
each class varies noticeably

Classifiers tend to ignore
minority classes

Typically, those are the
most interesting ones
(e.g. illness detection)

Very active research in
nominal binary and
multi-class fields

Imbalance problem depends on
the noise and overlap degree
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Related works

Evaluation of imbalanced problems

Evaluation metrics:

Essential to evaluate and
guide the learning algorithms

Binary problems:
precision/recall, F-measure,
ROC and AUC

Multi-class problems:
Geometric Mean of accuracy
for each class and the
Accuracy-Minimum
Sensitivity
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Related works

Solutions to the imbalance problem

1 Data preprocessing level: the data is preprocessed suppressing
or adding patterns → resampling techniques

2 Model and algorithm level: the models and/or training
algorithms consider performance of can be modified for
dealing with data imbalance.

3 Hybrid approaches
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Proposals

Multi-objective reformulation and Training algorithm

The previous Pareto based approach is reformulated as a weighed
convex linear optimization problem

. . . the error functions are not differentiable. . .

⇓

Meta-heuristic method: Evolutionary Algorithm

Evolutionary Extreme Learning Machine

Based on Differential Evolution
Avoids costly gradient descent optimization

Javier Sánchez Monedero Tesis Doctoral 23 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Proposals

Multi-objective reformulation and Training algorithm

The previous Pareto based approach is reformulated as a weighed
convex linear optimization problem

. . . the error functions are not differentiable. . .

⇓

Meta-heuristic method: Evolutionary Algorithm

Evolutionary Extreme Learning Machine

Based on Differential Evolution
Avoids costly gradient descent optimization

Javier Sánchez Monedero Tesis Doctoral 23 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Proposals

Multi-objective reformulation and Training algorithm

The previous Pareto based approach is reformulated as a weighed
convex linear optimization problem

. . . the error functions are not differentiable. . .

⇓

Meta-heuristic method: Evolutionary Algorithm

Evolutionary Extreme Learning Machine

Based on Differential Evolution
Avoids costly gradient descent optimization

Javier Sánchez Monedero Tesis Doctoral 23 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Proposals

Results I

Nemenyi Critical Distance (CD) diagrams comparing CCR and MS
mean results:
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Results II

Nemenyi Critical Distance (CD) diagrams comparing training time
mean results:
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Proposals for OR

Proposals for OR

1 Latent variable modelling with probability distributions

2 Pairwise Class Distances Projection for Ordinal Classification

3 Evolutionary Extreme Learning Machine for Ordinal Regression
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Proposals for OR

Threshold Models I

Most common models in OR

Assumption: there exist a latent continuous variable that
captures the underlying order of the patterns

This variable is difficult to measure or cannot be observed

Spaces

Input space X : observable

Label space C: observable

Latent space Z: unobservable or non-directly observable

Javier Sánchez Monedero Tesis Doctoral 28 / 58
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Proposals for OR

Threshold Models II

The threshold model can be represented with the following general
expression:

f (x,θ) =


C1, if g(x) ≤ θ1,
C2, if θ1 < g(x) ≤ θ2,
...
CQ , if g(x) > θQ−1,

(1)

where g : X → R is the function that projects data space onto
the 1-dimensional latent space Z ⊆ R and θ1 ≤ θ2 . . . ≤ θQ−1

are the thresholds that divide the space into ordered intervals
corresponding to the classes.

Javier Sánchez Monedero Tesis Doctoral 29 / 58
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Threshold Models III
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Example projection of
Linear Discriminant
Analysis for OR
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Switching from classification to regression

1 We move from the following classification problem. . .

T = {(xi , yi ) | xi ∈ X , yi ∈ C, i = 1, . . . ,N} , xi = (xi1, . . . , xiK ).

2 . . . to a regression problem where the response variable is
generated by the algorithm:

T′ =
{

(xi , φ(x
(yi )
i ) | (xi , yi ) ∈ T

}
,

where φ assigns a value in the latent space Z to each pattern
during the training phase

3 At this point we can apply any generic regressor ĝ to predict
the latent variable

4 Prediction consist on estimating z values for each pattern and
then assign it to each class according to a threshold set

Javier Sánchez Monedero Tesis Doctoral 31 / 58
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Latent Variable Modelling with Probability Distributions

NVR I

Indirect modelling of the latent space: NVR algorithm

The latent variable Z is considered as a random variable that
is sampled, depending on the pattern class, from a set of
different probability distributions

The NVR approach does not assume any ordering in the input
space, but only on the labels space, which is the strict
definition of Ordinal Regression

Javier Sánchez Monedero Tesis Doctoral 32 / 58
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Latent Variable Modelling with Probability Distributions

NVR II
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Figure: NVR with triangular probability distributions example
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Latent Variable Modelling with PCD projection

Exploitation of data ordering

The strict definition of OR limits the order restriction to the
labels space C

Nevertheless, some authors suggest that the label ordering
should be somehow present in the input space X
¿Can this order be exploited to improve the latent space (Z)
modelling?
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Latent Variable Modelling with PCD projection

Data ordering restriction
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Latent Variable Modelling with PCD projection

How ’well ’ is a pattern placed?

class 1
class 2
class 3
class 4

How ’well ’ is a pattern placed in the latent space interval
corresponding to its class?

→ We estimate this value with the
minimum distances to the patterns of neighbour classes.
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Latent Variable Modelling with PCD projection

Pairwise Class Distances projection
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Latent Variable Modelling with PCD projection

Experimental results of SVR-PCDOC

Javier Sánchez Monedero Tesis Doctoral 38 / 58



Outline Introduction Objectives Related work Class imbalance Proposals for OR Applications Conclusions

Latent Variable Modelling with PCD projection

Problem of the highly non-linear transformations
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Latent Variable Modelling with PCD projection

Relaxing of the non-linear transformations
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Sovereign Credit Rating

Sovereign Credit Rating

Sovereign Credit Rating
has had an increasing
importance since the
beginning of the financial
crisis

Credit rating agencies opacity has been criticised by several
authors, highlighting the suitability of designing more
objective alternative methods

Here we address the sovereign credit rating classification
problem within an ordinal classification perspective
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Sovereign Credit Rating

Work flow I

GDP per capita

Real GDP growth 

Government debt

Fiscal balance

External debt

...

Input Variables

AAA, AA-, BBB, ...

Output Labels

Pairwise Class Projection
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Sovereign Credit Rating

Work flow II
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Sovereign Credit Rating

Experimental Results I

Accuracy MAE
Method/DataSet Fitch Moody’s S&P Fitch Moody’s S&P

C4.5 0.6296 0.6667 0.5926 0.4074 0.4074 0.4815
Mlogistic 0.4815 0.7778 0.3704 0.8889 0.3333 0.8889
MLP 0.6667 0.8519 0.6667 0.4074 0.2593 0.4444
Slogistic 0 .7407 0.7778 0 .7037 0 .2593 0.2963 0.4074

ASAOR(C4.5) 0.5926 0.6296 0 .7037 0.4815 0.4815 0.4074
RED-SVM 0.6667 0 .8148 0.6667 0.3333 0.2222 0.4074
GPOR 0 .7407 0.7037 0.6667 0.3704 0.4444 0.4444
SVOREX 0.7037 0.7778 0.5926 0.2963 0.2593 0.4444
SVORIM 0.6667 0 .8148 0.6296 0.3333 0.2222 0 .3704
SVR-PCDOC 0.7778 0 .8148 0.7407 0.2222 0.2222 0.2593

The best result is in bold face and the second best result in italics
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Sovereign Credit Rating

Experimental Results II

AMAE τb

Method/DataSet Fitch Moody’s S&P Fitch Moody’s S&P

C4.5 0.4400 0.6800 0.5111 0.7621 0.7367 0.7655
Mlogistic 1.1600 0.6467 0.9333 0.5255 0.7719 0.5121
MLP 0.5267 0.4067 0.4000 0.7972 0.8097 0.7492
Slogistic 0.2667 0.6200 0.5111 0 .8951 0.8151 0.8060

ASAOR(C4.5) 0.4533 0.7533 0.4222 0.6989 0.6655 0.7570
RED-SVM 0.2822 0 .5356 0.4222 0.8835 0.8590 0.8052
GPOR 0.5133 0.9200 0.6222 0.7738 0.6869 0.7807
SVOREX 0 .2422 0.5622 0.4444 0.8886 0.8610 0.7873
SVORIM 0.2756 0 .5356 0 .3556 0.8799 0.8525 0 .8370
SVR-PCDOC 0.2089 0.5467 0.2889 0.9224 0.8610 0.8849

The best result is in bold face and the second best result in italics
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Wind Forecasting

Wind Forecasting

Wind farm managers need forecasting of
wind speed to manage the farm (e.g.
wind turbines stop)

Wind speed had been studied as a
standard regression problem

Managers need a general idea of the level
of speed → ordinal categories

Simplification of the problem can help to
improve accuracy of the models
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Wind Forecasting

Wind Speed Categories

C1 C2 C3 C4

Figure: Wind speed classes
(C1 ≺ C2 ≺ C3 ≺ C4) and its
relationship with the power curve of
the wind turbines.

Figure: Synoptic pressure grid
considered (Sea Level Pressure
values have been used in this
chapter).
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Wind Forecasting

Experimental Results

Test Mean Absolute Error (MAE) results

Wind farm
Classifier H M P U Z M RM

SVM 0.242 0 .267 0.365 0.382 0 .300 0.311 2.90
LMT 0.250 0.293 0.459 0.383 0.373 0.352 6.20
C45 0.335 0.310 0.540 0.434 0.487 0.421 10.90

Ada10(C45) 0.314 0.318 0.492 0 .381 0.420 0.385 8.60
Ada100(C45) 0.260 0.281 0.419 0.389 0.354 0.341 6.00

MLogistic 0.258 0.288 0.514 0.433 0.405 0.379 7.80
SLogistic 0.250 0.293 0.495 0.434 0.400 0.374 7.70

ASAOR(C45) 0.293 0.299 0.465 0.438 0.463 0.392 9.40
RED-SVM 0.242 0.261 0.364 0.382 0.295 0.309 2.20

SVOREX 0 .245 0.268 0.354 0.378 0.317 0 .312 2.70
SVORIM 0.248 0 .267 0 .355 0.378 0.314 0 .312 2 .60

GPOR 0.289 0.316 0.526 0.472 0.513 0.423 11.00

HMM 0.301 0.322 0.646 0.525 0.535 0.466 12.60

The best result is in bold face and the second best result in italics
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Conclusions and Future Work

Conclusions and discussion I

1 State of the art in ordinal regression objectives: taxonomy and
review, datasets and performance metrics

2 Class imbalance: linear combination of continuous error
functions:

Improves computational time

Produces an unique candidate solution

Lessons for EELMOR
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Conclusions and Future Work

Conclusions and discussion II

3 Data ordering exploitation:

Considering patterns distribution through space can improve
performance

Thresholds can be fixed so we reduce the number of
free-parameters

Strong pressure in the projection is not always the best option

Not always the ordinal regression methods have the better
performance
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Conclusions and Future Work

Future Work

Class imbalance techniques for ordinal regression

PCD projection is sensitive to outliers → improve robustness

Why ordinal methods are not achieving the best results in ordinal
datasets? → How to learn and evaluate data ordering
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Exploitation of pairwise class distances for ordinal classification.
Neural Computation, 25(9), 2013.

[11] P.A. Gutiérrez, S. Salcedo-Sanz, C. Hervás-Mart́ınez, L. Carro-Calvo, J. Sánchez-Monedero, and L. Prieto.
Ordinal and nominal classification of wind speed from synoptic pressure patterns.
Engineering Applications of Artificial Intelligence, 26(3):1008–1015, 2013.
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Challenges in ordinal classification: artificial neural
networks and projection-based methods

Tesis Doctoral

Universidad de Granada
Doctorado en Tecnoloǵıas de la Información y la Comunicación

Javier Sánchez Monedero
jsanchezm at uco dot es

Directores:
César Hervás Mart́ınez y Pedro Antonio Gutiérrez Peña

Dept. of Computer Science and Numerical Analysis, University of Córdoba.
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